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Abbreviatiors and Acronyms

BLE i Bluetooth Low Energy

ID i Identification

0T i Internet of Things

WIFI T Wireless Fidelity

LAN i Local Area Network

API1T Application Programming Interface
HCIi Host Controller Interface

LLC i Logical Link Control

ISM T Industrial Scientific Medical

SoCi System on Chip

FPGAI Field Programmable Gate Array
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1 INTRODUCTION

1.1 Purpose and Scope

This deliverableis the physical architecture of the RADIO Home, coveriR§DIO device
interconnection and interfacingpecificatims on interfacing the different domaijrend on fast and
energy efficient data processing in the distributed RADIO environment.

Within the scope of this document is:

1 To design the physical architectu® the RADIO Home and especially the wireless
communcations architecturbetween thdRADIO Robotplatform the Smart Home devices
and the Main Controllethat make up each RADIO Home

1 To desigrthe architecturand the policies for managing theterogeneous computing elements
of the RADIO Home, includinghe central servefi-PGAs, andhe on-boardRobot controller.

Outside the scope of this documenttie architecture (either conceptual or physical) of the
communication between the RADIO Home and other nodes of the RADIO ecosystem, such as cloud
storage omponents and components meant to be used by hospital personnel or inforrgalerare

This will be dealtwith in Task 5.1.

1.2 Approach

This deliverable documents wortonein Task 41, which specifiesand designshe interconnection
structure and interfasgo exchange data between the home automation infrastructure and the robotic
platform. This task also specifies the sensors and the processing units such as FPR#mttba
boardcomputer, or other computers on the prasigchich comprise thRADIO Hame i.e.,the part of

the overallRADIO systemthat is deployed within a single homa addition, Task 4.1 tackles the
following assignments:

1 Investigating the most efficient way, in terms of power and delay overhead, to process different
kinds of sensodata in the distributed RADIO environment.

9 Observing privacy for the user.

1 Observing technical limitations such as bandwidth and processing power.

9 Striving for robustness through device redundancy.

Alternative hardwarand sensor positioningpnfiguratiors are also investigated as part of this taisk

the focus on power and performance traffe between fixed function accelerators and more
programmabléor even pure softwareplutions The programmable solutions offer more flexibility to
provide seveladedicated services to the eansers through software updates or extensidosiever,
fixed logic hardware solutions offer the significant advantage of privacy for two main reasons: i)
the sensor datds pre-processed and immediately destroyed and ii) icase that further processing

is required, this is performed on anonynized data (the outcome of the prgrocessing step).

We have extended the work done in D4.2 and D4.1 for this task as follows:

1 We finalized the Robot interface design for interconnedigNUC and the PicoZed to the
ROS environment.

1 No changes were conducted in the interconnection domains (Section 3).

1 We implemented a RADIO image processing algorithm in hardware and optimized its
performance. The resource usage of the hardware bloc&fahd complete designs are also
evaluatedThe implementation of the image processing algorithms was perfarsivegithree
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M18 D4.2
Task 3.1
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D4.3 D4.5/4.7

Figure 1: Relation to other Work Packages and Deliverables

different method/tools: hardwarenly implementation based on Verilog HDL code, through
Xilinx Vivado HLS (hightlevel synthesis), and through HBW partitioning.

The system level energy savings approach proposed in D4.1 and D4.2 was refined and extended
to include an engy estimator tool. The energy estimation approach is verified assuming
specific usage scenarios that are further described in D4.9.

The definition of the conceptual architecture in Task 4.1 has also allowed the consortium to refine the
approach to WP4 aswhole and to establish the following work plan:

T

T

TWG andAVN will design the interface for data transfer and communication among network
nodes, and design hardware moddlaterfaces with their respective infrastructural system
components such as nodegand sensors.

TWG andS&C will ensure compatibility of the RADIrototyped components with the rest

of the system through emulation or detailed analysis.

RUB and TWG will explore various hardware configurations and task mapping policies
among all the mrcessing units of the RADIO ecosystem in order to extract the best solution in
terms of latency, power consumption, and area.

AVN and TWG will investigate systertevel power savings modes taking as input the user
behavior targeting to increase the autogafithe Robot in terms of battery charges.

1.3 Relation to other Work Packages and Deliverables

This document is the third in a series of closely related deliverables. The final version due in M30
(September 2017) is used to synchronize Task 4.1 with Taglnd.Task 4.3. The final version (M30)
documents the architecture and interfacing of the final hardware components and robotic platform.

This deliverable updates, extends deliverable D4.2. Because this is the final document of Task 4.1, it
will also summaze all progress from the deliverable D4.1 and D4.2. Task 4.2 and Task 4.3 use the
physical architecture developed in this deliverable for the final prototype of the RADIO architecture.
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2 DEVICE INTERCONNECTION AND INTERFACING

This chapter specifies theterconnection between the different devices within the smart home
environment and defines how the respective devices interface with the smart home infrastructure.

2.1 Summary of D4.1 and D4.2

As introduced in deliverable D4.1, the smart home is comprise@wefra devices with different
communication protocol&igure 2shows all available devices within the smart home environment and
their respective interconnections.

As seen in Figure,2he robot requires WIFI and Bluetooth connectivity. The gatewayRasaberry

Pi and requires Bluetooth;\&ave, and LAN interfaces. Because Bluetooth connectivity is required for

both the gateway and the robot, deliverable D4.1 analysed the Bluetooth protocol in depth. This analysis
helped drive development of the BLE cmmmication. Several device options were also considered for
usage on the gateway and the robot. These devices also served for debug purposes and easier
development. Since the gateway functionality is implemented on a Raspberry PiMtneednterface

for the gateway is provided by the Razberry module for the Raspberry Pi-Wae& devices are only

able to communicate with the\®ave gateway and an external server, the 10T platform. The positions

of the BLE devices and the-\Wave devices were assumed ®ih fixed positions. This potentially

allowed the annotation of the robots map with the BLE devices.

In deliverable D4.2, the BLE devices of the smart home environment should also support mobile BLE
devices. These devices should be locatable by the.rdhetefore, accurate measurements of the
received signal strength indication (RSSI) were required. When using the integrated Bluetooth and
WIFI chip of the NUC, inconsistent results were achieved for the RSSI values at fixed positions. The
cause of this was that the WIFI and Bluetooth signal interfered each other when the NUCs chip was
used for both protocols simultaneously, Begure3.

Smart Home g, E devices
devices o

\ / Bluetooth Robot
ZWave Bjyetooth \p

WIFI

e - LAN\% /

Router

Figure 2: Device interconnection within the smadme environment
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Figure 3 Spectrum of BLE and WIFI with interference

In deliverable D4.2, the -¥Vave devices are now able to communicate with the other smart home
devices and manage the network. Management of the networkesdhaldling and removing devices,

control
ons

funct. i

applications.

Il i ng

t he

are control

Tablel: Z-Wave commands and their type

net wor ks

ed

routi i
t hrough

ng.

T Wave deviaer e

icommando
either for user or for device configui@it. Table 1shows the commands that are accessible by external

External accessible functions

Z-Wave command

sendData

AddNodetoNetwork

RemoveNodeFromNetwork

setValue

SetNodelLocation

SetNodeName

toggleActuatorSensor

toggleDimmableSensor

setThermostatSetPoint

setThermostatMode

setThermostatFanMode

Type of Class

FUNCTION_CLASS

FUNCTION_CLASS

FUNCTION_CLASS

FUNCTION_CLASS
FUNCTION_CLASS

FUNCTION_CLASS

COMMAND_CLASS

COMMAND_CLASS

COMMAND_CLASS

COMMAND_CLASS

COMMAND_CLASS

han
comm
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Figure 4 Final device interconnection of the robot

2.2 Final Robot Interface Design

The main interface components of the robot is a wireless router form fg®eSigure4 Final device
interconnection of the robptThe router has connections to the Intel NUC, the PicoZed, and the Hokuyo
Laser Scanner via Ethernet cables. This enables fast communication between all connected components.
Additionally, no additional work is required for bridging an internet connection from the PicoZed to the
NUC, thus increasing connection stability. Additionally, the employment of the router removed the
strong interference between the BLE and WIFI signalsaimxboth interfaces are not used on the same

chip and they are now spatially separated. Furthermore, the usage of a router enables the usage of the
5 GHz WIFI band in case further signal interferences with BLE aldaxe occur.
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3 SPECIFICATIONS ON INTERFACING THE DIFFERENT
DOMAINS

This chapter deals with the challenge of transferring data through several different protocol domains.
No changes have occurred in this chapter for deliverable D4.3.

3.1 Summary of D4.1 and D4.2

In deliverable D4.1, we analyzed théerfacing requirements between the different protocol domains.
Based on the results from Chafethe protocol domains Bluetooth:\\Xave, and WIFI were analyzed.

Table 2 shows the summary of the specification for the cross domain interfaces for the Bluetooth
domain.

Table2: Specification for the cross domain interfaces for the Bluetooth domain
Cross domain intertaes Bluetoothi Z-Wave Bluetooth T WIFI/LAN
Necessity not required required
Robot platform

Participating entities Smart Home gateways
Smart Home gateways

] None
commands for device

manipulation position, type of device,
functionality, payload

Information exchange

The Bluetooth domain interfaces with two different entities, the smart home gateway and the robot
platform. While the BluetootZ-Wave cross domain interface is not required, the Bluetddi cross
domain interface is required, in order to make generated information by the Bluetooth devices
available for the caregivers or the amkrs. This can be either the position of the Bluetooth device, or
context sensitive information.

Table3 shows the sumanry of the specification for the cross domain interfaces for t\a¥e domain.

Table3: Specification for the cross domain interfaces for ti&/@ve domain

Z-Wave Domain Specification

Cross domain interfaces Z-Wavei Bluetooth Z-Wavei WIFI/LAN
Necessity not required required
Participating entities Smart Home gateways Smart Home gateways
Information exchange commar!ds fo_r device positiqn, ty_pe of device,
manipulation functionality, payload

The ZWave devices only interface withe smart home gateway. Therefore, it is possible for the Z
Wave devices to communicate with the Bluetooth devices. In the context of the RADIO project, this is
not required. Because theV¥ave devices need to communicate and receive commands from the loT
platform, the ZWaveWIFI cross domain interface is required in order to ensure full functionality of
the ZWave devices.

Table4 shows the summary of the specification for the cross domain interface of the NFdAmain.

Table4: Specification for the cross domain interfaces for the WIFI/LAN domain
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WIFI/LAN Domain Specification

Cross domain interfaces WIFI/LAN i Z-Wave WIFI/LAN 1 Bluetooth
Necessity Required required

Robot platform

Participating entities Smart Home gateways
Smart Home gateways

None

position, type of device, — _
functionality, payload position, type of device,
functionality, payload

Information exchange

Although the WIFI/LAN domain is only present between the gatewagsotiter and the robot platform,

it is the most important domain, because it enables to relay the gathered information by each entity to
the caregivers or the loT platform. Therefore, the WIFI/lLZNVave cross domain interface and the
WIFI/LAN -Bluetooth coss domain interface is required for the RADIO smart home environment.

In deliverable D4.2, no changes had to be made in terms of the spemifioatihe cross domain
interfaces.
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4 FAST AND ENERGY EFFICIENT DATA PROCESSING

This chapter identifies the RADI@lgorithms, which benefit from hardware acceleration. The
corresponding hardware architecture is also introduced. Low power operation is also considered in the
hardware architecture.

4.1 Summary of D4.1 and D4.2

In general, there are two types of data preedsn the system:

1 High throughput streaming data created from continually receiving the output of a
microphone (audio stream) or a camera (video stream)

1 Event or controlike data of relatively small size, collected by sensors. Event/measurement
data caralso be the outcome of streaming data analysis, e.g., processing of video can lead
to the generation of an fexitd event i f the

The event/measurement data can be transferred within the smart home since their payload ieesmall. T
communication protocols used in the RADIO ecosystem do not have the bandwidth to transfer raw data
streams such as image or audio streams continuously between different entities for processing.
Additionally, transferring image or audio streams and notgssing them locally poses a security risk.
Therefore, the processing of the data streams should be performed locally on the robots PicoZed FPGA,
seeFigureb. The PicoZed FPGA consists of an ARM Dual Core, arNexetor processing engine and
programmable hardware. The goal is to effidientilize all the available spurces.

I________'

| 52:; » Multimedia I . ::h:ttz
T Processing I urtleBo
| N «
Microphone - o Dual ARM |
= |

| Sensor Data (on-robot or via low-power WAN) |

Figure5 A high level view of the on robot processing nodes

The camera and microphone are directly connectd@tBPGA platfam, which then performs the pre

and posiprocessingasks The camera data streams will be continuously monitored by the processing
elements of the FPGA platform and when activity is detected the corresponding algorithms (which can
analyseand recognise the activity) will be triggered. Depending on the specific combination of
algorithms that get triggered, some or all computational tasks may be executed in the processor (ARM
cores) or accelerated with fixed logic or reconfigurable hardeangponents inserted in the FPGA
reprogrammable logic. The algorithms required for both types of data streams can then be divided into
a hardware and software component with the help of hardware softwdesign tools.

Possible hardware software-designtools were identified asalgrind', oprofile?, and vampit. By
combining these three tools, exploitation of instruction level parallelism is possible. Because several
algorithms will run simultaneously on the RADIO robot platform, priorities of the diffiealgorithms

have to be considered. If the result of the algorithm is required immediately, the processing platform
has to assign more processing resources to the respective algorithm. This requires scheduling algorithms
that handle dynamically appearitegsks and static tasks. These challenges define the attributes of the
task scheduler of the FPGA platform.

! Valgrind Developers. http://valgrind.org, date of access: August 2015.
2 OpenSource project. http://oprofile.sourmgfe.net, date of access: August 2015.
8 GWT-TUD GmbH. https://www.vampir.eu, date of access: August 2015.
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Figure 6 Diagram illustrating the data flow between the ROBOT, gateway and IoT platform

Camera  —> Video Stream —> === mmmmmm—mmm———— =

NUC Multimedia

ARM FPGA

Processing

Microphone —> Audio Stream —>|

¢ !

| On Board Memory ‘

Sensor Data (on-robot or
via low-power WAN)

Figure 7 A high level view of the on robot processing nodes in D4.2

The last topic covered in deliverable D4.1 is the distributed RADIO environment. The RADIO home
environment is connected with remote elements of the RADIO ecosystem, like the 10T platform,
through its gateway. The only exception to this rule is the RADIO robot which should have the
possibility of directly communicating with the 10T platform and with the RADIO gateway if necessary,

seeFigure6.

The distrbuted sensors are usually connected directly to the gateway. A few sensors provide data
important to the robot. These sensors are then connected to the robot, which then sends the data either
to the gateway or directly to the loT platform. In summary, &ablates the various data processing

and transfer interface to the available domains.

In deliverable D4.2, the processing of the data stream model was updated to incorporate the Intel NUC
as data aggregation platform, ségure?.

Table5 Data Transfer and Process in relation to interfacing domains

Data WIFI/LAN Z-Wave Bluetooth

Sensor data needed for analysis of audio and/o

video streams (optional) X

ADL and mood recognition event loggenerated
by the analysis of streams

Sensor data that can be directly forwarded for

. X Optional
remote processing

Robot location and status data X
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Figure 8 State diagram highlighting different (power) modes

The Intel NJC receives the data from the camera and the microphone, since the data is also required
for localization and robot mapping. The Intel NUC then sends the data directly through ROS channels
to the PicoZed.

Deliverable D4.2 also expanded the concept of thigiluted RADIO environment. The requirements

of the RADIO environment are responsiveness and efficiency. Responsiveness means that the system
reacts to stimulate in a certain amount of time. The time may vary depending on the stimulus. An
exemplary statdiagram of the robot is shown figure8.

This diagram highlights two points with green fonts where the smart home infrastructure triggers an
entering event through a motion sensor. Several states also reqger@amaounts of data processing

that either can be performed with very low power consumptiorfdilew the personguiding or going

to a placetime needed to stand up(gymmeasure walking speed (gyrm))is executed when the robot

is stationed on itsharging station (i.etime needed to stand up(in the ropmpeasure walking speed

(in the room))

4.2 Final Hardware Acceleration Architecture

The hardware design has undergone several changes within the RADIO project. The final hardware
architecture now hak¢ ability to accelerate any kind of image or signal processing algorithm sent from
the NUC, provided that the hardware accelerator for the specific algorithm is actually available. The
complete hardware design is showrrigure9.
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Figure 10 Hardware acceleration for image processing algorithms

This architecture supports the two function mod@siware acceleation andlow power operation

A more detailed view of theardware acceleration mod#esign is shown in Figurk0.

The hardware accelerator is directly connected to the Zynq processing system via and AXIl interconnect.
The Zynq processing system receivas data from the Intel NUC over ROS messages. The payload of

the ROS messages is sent to the hardware for processing. Depending on the algorithm, the hardware
accelerator sends the results of the algorithm or the complete image back to the Zynq presssing

for further processing. The hardware accelerator is connected to the AXI high performance port of the
Zynq processing system. This allows fast data transfer between the processing system and the
reconfigurable hardware which is required when periiegnmage processing.

Thelow power operatiomesign is depicted iRigurel1.
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Figure 11 Image processing core in the low power operation hardware chain

In thelow power operationrmode, mly the FPGA is active and performing periodically sensor update
from the Python camera. This Python camera is directly connected to the FPGA hardware and therefore
does not require an additional processor for transferring image data to the programmiable lo
Therefore, all systems that are not required for camera usage can be put in sleep mode until the image
processing core in the Python camera chain wakes up all other systems.

4.3 The Role of a dedicated HW Component

A HW accelerator component is a spegiallesigned circuit which is implemented in FPGA (for
configurability and future upgradability) and is connected directly to the other subsystems. The
component is processing signals from sensors, so that simple decisions on whether other subsystems
have tobe employed or not can be devised. Typically, this component is equipped with the following
functionality:

9 Triggering mechanism, which initiates sensor data capture and processing

1 Local Memory, which holds processed sensor data so that the main syskisio@é not have
to be used

9 Signal processing acceleration functions in FPGA

1 Control interfaces to turon and notify (or get notified by) other subsystems

The dedicated HW componemtie implemented in the programmable logic (PL) of the Picozed APSoC
usingthree different techniquebardwareonly implementation based on Verilog HDL code, through
Xilinx Vivado HLS (highlevel synthesis), and through HBW partitioning.More, specifically the

first type of implementation is based on the traditional way afware development. In particular, the
implementation isvrittenusinga HDL (Verilog in this work) This approach leads to the most efficient
hardware components, but it is a thensuming approach and most importantly it cannot take
advantage of #1 Zynghardware and software features e.g., the dedicated memory contalietise
dedicated busses to move data from the software part (ARM processor) to the hardware part.

On the other hand, an automated solutiery.(our SDSoC based implementatidhird hardware
implementation performed in this wqrls able to get advantage of the previous features and reduce
significantly the development timbut the hardware mod@are usually of medium quality (in terms

of performance and power). As a resaithis work, it was proved that the best solution is given by the
Xilinx Vivado HLS (highlevel synthesisimplementation This is because, the Hil&sed hardware
design offers the possibility to take advantage of the various verified and fully optibxitrex
components and as the same time it offers various parameters (in the form of pragmasdadée C
level)that can be used to optimize the design in terms of area, performance and/or power. So, based on
this outcomejn the rest of this deliverabline HLSbased results (second implementation) will be
mainly analyzed, since these resuidibit thebest derived properties in terms of performance and
power; the prime targets of the hardware component in the context of RADHy, it must be noted

that all the three implementations (source filgth the associateREADMES) have been uploaded in

the github account of the project. More details about this can be found in D4.5
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4.4 Visual content processing and p rivacy

The architecture present8dction 4. bffers also significant advantages in terms of security and privacy.

By attachingthe sensas to a processing uniat the edge of the application, we are ablertzgss the
incoming data as a stream and thus there will not exist at any point in time raw images that can be read
out by an attacker to compromise the data security of the applicaligoroBessing takes plage-

stream oiin local inaccessiblememoryimmediately at the sensdnly abstract derivative information

is extracted from the raw datandleaves the confines of the sensbhis means thataoraw visual

content is stored or transmitted within the RADIO Home netwdhikn we employ edge computing
devices.

The PicoZed FPGA represents such an edge computing device if an image sensor can be directly
connected to the programmable logic of the PicoZed. The Picoatesists of an ARM Dual Core, a

Neon vector processing engine adhd FPGAprogrammabléardwareA sensor, which can be directly
connected to the programmable logic of the PicoZed is the PYFHEDN color image sensor that is
depicted inFigurel12.

The PYTHON1300 is a 1/2 inch SupeiXtended Graphics Array (SXGANIOS image sensor with

a resolution of 1280 by 1024 pixel s. |t i s con
connector. This connector allows the direct connection to the programmable logic without going over

the DDR memory or the ARM Dual core$ the PicoZed. Out of the box, the PYTHE&IS00 is

configured via software which we want to avoid in the RADIO project in order to ensure the patients
visual data security. Therefore, the configuration cores of the PYTFHEIN needed to be changed to

be preconfigured in the bitstream so that the PYTHQ@B0O is directly operational during the stapt

of the PicoZedTo further protect the sensitive information, the-precessing of the streaming data is
performed in a fixed logic, hardware accelerator.

The PYTHON-1300 outputs images at 60 Hz. For this frequency, the image stream needs to be
processed at approximately 160 MHz. Therefore, the image processing hardware accelerator for the
patientds visual data secur it ge frequendyelaveverothebe abl
default frequency of the hardware acceleratorgeneral of typical FPGA designaje generally 100

MHz or lower.

Thus, the hardware accelerator needed to be adapted to our requirements. This was done with the
Vivado toolsuitefrom Xilinx. During hardware generation with Vivado HLS, several options exist to
improve performance. Through pragma/directive usage, the time required for design space exploration
is reduced.

13
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One option to improve performance of the hardware is taceghe 3Bit data types int and float with

the 24bit hardware efficient data types ap_int and ap_fixed. With hardware efficient data types, more
operations can be executed in one cycle at the cost of additional hardwarangséeges data needs to

be transferred This leads to a higher clock frequency and thus a faster overall computation time.
However, by using hardware efficient data types, it is possible that the accelerator suffers from a
reduced accuracy, which then would result in a larger nuibierations. With hardware efficient

data types, the overall resources (DSP slices, flip flops) required by the hardware is increased. This
effect is because now more logic per cycle is available through the hardware efficient data types. This
leads to daster performance but to a higher resource utilization.

Another optiorto improve performance is to either merge, flatten, or unroll the loops of the algorithm.
The choice for flattening, unrolling or merging the loops depends heavily on the lootitselbf

loop iterators)and need tde analyzed for every loop separateBy performingeitherone of these
three optimization steps on thespective loops, the cycles can be even further reduced.

By using Allocation Directivest is possible to assigmapFPGA resources to specific operations. By
limiting the number of available resources for the respective operdiamasyare reuse can be achieved.

The end result was that through the use of these performance improvement options, we were able to set
the clock frequency of the hardware accelerator to the required 160 MHz.

Another challenge we faced when implementing the visual security hardware on the PicoZed, was
meeting the timing constraints of the overall design when inserting our hardware accéoahe

normal image stream flow of the PYTHGIB00. All devices need to be connected to the same clock
from the same source for synchronicity reasons. However, the timing constraints of the overall design
were not met when inserting our hardware bgegor and thus we were forced to clock gate several
hardware blocks that did not directly influence the image stream flow over an additional clock source.
This needed to be done over an additional AXI Interconnect that served as clock reference for the
respective hardware blocks.

14
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S5 THE NEED FOR ENERGY EFFICIENT EXECUTION

This chapter describes a scenario, which benefits from an energy efficient hardware architecture.

5.1 Summary of D4.1 and D4.2
The RADIO robot is a unit which has many enehgyngry subsyems. These are:

Main processor to control robot movement (NUC)
FPGA to accelerate ADL recognition methods
Sensors, especially the image sensor (camera)
Mechanical subsystem (motors)

Wireless subsystem (network)

E R E E

If all subsystems are always active, the RADobot needs to be recharged every few hours, which
results in long periods of robot navailability. As a first step, we had to understand how each
subsystem is used and if it, indeed, needs to be active at each use casepii@lides an overview,
assuming that robot activity can be classified in the following states:

1 Waiting: at this state, the robot is not moving; neither is it processing sensor data. At this point, the
robot is waiting to be triggered by some external event

1 Moving: when leadinglte way or following a person

1 Monitoring: at this state, the robot is hot moving but it is processing sensor input data in order to
detect an ADL or understand patientdés mood

For some of these states, there is a difference on whether the robot is orgitgyctation or away
of it e.g., in another room.

Table6 Robot Subsystem Energy Usage

State CPU FPGA Sensors Motors Network
\Waiting Used Not used | Not used Not used | Used
Moving Used Used Used Used Used
Monitoring/Away Used Used Used Not used | Used
Monitoring/Charging | Used Used Used Not used | Used

A more detailed description of the cases illustrated in the tables is presented below:

Waiting State: The FPGA can connect only to a ultoav power wireless scanning device. When the

user or any other RADIO system wants to instruct the robot, it should first connect to this device, and
send a handshake command. This command is interpreted by the FPGA. For example, it can be used to
turn-on the CPU and perform a simple action. If monagi@x control is needed, e.g. a user request via

the tablet GUI, the CPU will turn on the network subsystem.

Table7 Energy profile by using HW accelerators

State CPU FPGA Sensors | Motors Network
Waiting On demand Used Not used | Notused | On demand
Moving Used Used Used Used Used
Monitoring/Away On demand Used Used Not used | On demand
Monitoring/Charging Used Used Used Not used | Used

1 Monitoring/Away State: At this state the FPGA gets triggered by external events or continuously
monitors live sensor signals. Only when some (external or sensor) activity occurs, the HW
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component in the FPGA will pngrocess it and decide whether the CPU or/and the network
subsystem has to be turned on.

1 Monitoring/Charging and Moving States At these sti@s we may not need to employ any on
demand approach for the CPU and/or the network. However, having the dedicated hardware
components in the FPGA will allow some of the processing to be offloaded there, which also yields
considerable energy benefits.

The energy consumed at each state by each subsystem is not the same. For example, the CPU while
waiting can be clocked at lower frequency, drastically reducing the required power. Also, sensors and
FPGA can perform only basic data capture and processing wheitonng away from the charging

dock and revert to fulbower processing mode when this power is available.

Although a number of such techniques are used, their impact on power consumption is not drastic in all
cases. To cope with this problem, our viewo develop dedicated hardware components that allow the
robot to turnoff complete subsystems in some cases; turning them on only on demand and just for the
short period when they are really needed. The goal is to have an improved energy profilsuliie re

of this analysis are depicted in Talle

To prototype and experiment with the alternative approach discussed in this paper, we selected a small
number of ADLs as target use cases for the monitoring state of the robot. The selected ADLs are the
oneswhich detect:

1 The time needed by the patient to get out of Bbid: ADL is based on image processing algorithms
that observe the patient while getting out of bed. The image processing algorithms can be parallelized
availing themselves from the acceleratiithin the FPGA hardware. The specific algorithm divides
the image into different regions. If the centre of mass of moving pixels over succeeding images lies
in one of these defined regions, an event is triggered. Thus, this algorithm is able t6 al@sdn
is sleeping, awake (but not going out of bed), and awake and standing up

9 Picking up medication cup§he image processing methods used to detect this ADL benefit from
the acceleration through the FPGA hardware as they rely on a computatienmsivim&lgorithm

As noted the HW acceleration does not involve the complete method, but rather focuses on early
detection of a higipossibility for an event so that SWased processing can be invoked. Specifically,
in the context of the aboweentioned ALLS:

9 For the timeto-standup ADL the hardware component will collect and calculate data from all
regions, providing a trigger to software components when a given activity threshold is crossed

1 For the cupdetection ADL_since this is manually triggered the operator, hardware acceleration
is not related to the recognition but to the stabilization and centering of the image. It has been
observed through field trials that the robot can slightly move while waiting and this movement can
issue false positiveg\n always running HW component will be monitoring such small movements
and constantly reentre the view

In order to determine the SWW co-design of the FPGARM system, extensive profiling of the
image processing algorithms is needed. We profiled floeeoptions, so that the expected benefits of
various optimization approaches can be quantified, allowing focusing on these solutions that are more
beneficial (in terms of power consumption) in each case. The three analyzed options are:

1 No offloading.e, al I processing is performed on the r ol
i Offload on embedded ARM core of the FP@&AHW acceleration
1 Offload on dedicated lovevel hardware blocks in the FPGARM core can be powered down

To make a realistic profiling, wiglentified typical activity use cases with the help of sbechnical
partners of the RADIO consortium. Each typical activity is depicted as a combination of five states for
the robot subsystem:
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Figure 13 Daily activity profile

Moving where the robot is actually moving and uses its motor, sensors and camera
Monitoring, where the robot is waiting for an event to be triggered by what it can see
Sensingwhere the robot is using its onboard sensors or communicates with smart home
Processingwhere heavy processing to analyze sensor and camera input is required
Idle, where the robot is on but is doing nothing of the above

=A =444

It is important to understand that a specific human activity (e.g., having lunch) will combine more
than one of tla above states (e.g., looking, sensing, and processing).

By accumulating the energy needs at each activity, we are able to extract the daily activity profile in
terms of energy consumption as shown iruFég13. More specifically, the data presented inufgy13

were extracted by analyzing the daily activity patterns of the person(s) that is being monitored during
the whole day (24 hours) in their domestic environment igndonducting live measurements to
calculate the energy consumed in each dis@tedse of the robot (consequently in each activity of the
target person) assuming that all data processing in performed in NUC. Finally, we should mention that
the daily activity patterns were collected by personal-garers during the third pilot phasd the

RADIO project and represent the (averaged) activity patterns of three persons.

Power-Savings Results The three optionganalyzed in the previous section dhen tested on the

profile illustrated in Figre13. Our target is to reveal the potential foaximizing battery life in terms

of reducing the requiredgharges during the day; in other words, to increase the autonomy of the AAL
robot by using specialized hardware accelerators. The target areas are the points located in the lower
part of Figure 13 (juxtaposed the -axis). These points correspond to the cases in which the robot is
either in thesensingor idle statewaiting for an event to occur.

To this end, we performed a battery load calculation and our results are presentenled4-ighe
vertical axis in Figre 14 shows the battery level of the robotic platform, whereas the horizontal axis
represents the daime period (every dot point in the lines is associated to a bé¢teslymeasurement
taken every 18ninutes). There are three Imin the figure corresponding to the three studied offloading
policies:i) no offload (green lineji) offload on the embedded ARM core of the FPGA (blue line), and
i) offload on dedicated losevel hardware blocks in the FPGA (red line). Finally, incakes, the
sharp rampups indicate the battery charging periods.
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Figure 14 Runtime depletion of robot battery and number of required charges for the three studied offloading policies

As Figure X4 indicates, our offloading picies are able to significantly increase the autonomy of the
robot. In our setup, the time required to charge the battery (from depletion to full capacyh)asrs

period As a r esafl ftl oddi ndode -wifdosoequal fo éhours,the rokotrsenot

able to operate, thus it cannot follow the person to another room or most importantly it might miss
captuing important data that arelevantto a critical situation or emergency. In addition, the charging
periods coincide with periods ofcreased activity (as indicated by the results presented umefig).

On the contrary, our offloading policies (e.g., when the wakeéecision logic is implemented in the
FPGA) manage to reduce the number of the required charges to one and to mclilze charging
period to a timeslot of reduced activity.

In the next section, we present our methodology to assess the autonomy of the robot for a given target
elderly or disable person and a given battery capacity.

5.2 Autonomy Estimator for AAL Robots

Having analyzed the strength of our profiihgsed approach, we now present a practical, system level
approach to leverage the profiling analysis results. The goal is to quantify the battery resources of the
robot based on the profiling results of the parthat is being monitored. To this end, Uig 15 depicts

a highlevel representation of the proposed approach (realized in python code in our setup). The inputs
in this module are:

i) the profiling of the daily activities of the target person, and
i) adiagran of the department of the target person

The output is @extfile containing a set of robot autonosslated parameters in the following format:

Battery{ G, Ch, NA}

where:

1 Ciis the capacity of the battery measured in mAH

1 Chis the number of requed charges in a daily basis

1 NA is the time period (measured in hours) that the robot is marked asvaiteible, thus it cannot
perform its designated tasks
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Figure 15 Data flow and main processing steps in the autonommagir

Note thatChandNAare not identical (qualitatively) because it is possible to locate the charging station

in a position that the robot is still able to provide useful feedback. In our analysis, we assume that the
location of the charging statids predefined, and it is considered as input to the battery estimator
(annotated in the design of the department). Finally, we also assume that only one charging dock exist
in the house premisedt is worthwhile to mention that the previous assumptioesnat mandatory.

Our methodology can be easily extended to output one or more locations that would be more suitable
(in terms of power reductions) to locate the charging station. However, this direction is not considered
in this work.

5.2.1 Description of the T ool Main Stages
In the rest of this section, a description of the two main stages of the battery estimation tool is presented.
Stage 1:The data flow and processing steps of this stage are as follows:

[l nput 1] Activity Patterns: This xml file (titted asxml_1 in Figure 14 contains a description of the

daily activities of the person being monitoring. In essence, this is a questionnaire filled by the personal
caregivers. In the context of this work, the questionnaires were collected during the thirgpise

of the RADIO project. In particular, the cagever recorded the activity patterns (e.g., watching TV,
meal preparation etc) of the target person evemnithutes. The questionnaires of multiple days can be
collected and consolidated in order to eqpdwith a more representative behavior of the target person.
The activities of the targedendusersare selected among a predefined selailly activities generated

with the help of the notechnical partnersf the RADIO project

[ nput 2] Domestic Enironment: The main purpose of this input is to capture the activity of the robot
mechanical subsystem i.e., when the robot must follow the person to another room. This information
might be provided in various formats, but in this work, we opted to regréssnnformation in a

simple xml format. Moreover, we assumed that that each room is a rectangle, so the room information
can be easily formulated by two (X, y) pairs.

[Processing Phase]in this phase, the previous two inputs are parsed and analyzedarget is to
extract specific statistical results that will represent the summary of the daily activities of the target
person. The result of this processing step is two output files (in the form of xml files) that are described
below.

[Output1]: Thedke si gn of the personds department i s anno
analysis of the target person activity patterns. In particulagubstionnaire filled by the personal care

giveris parsed in order to extract the specific locatiorthiwithe house (bed, sofa, kitchen table etc.)

that the target person performs a specific daily activity. The distances (marked with red arrowin Fig

14; the distances are measured in meters) bet weer
iC, 06 and ADO) are then calcul ated. In case that
a |l ocation AB, 0 the shortest di stance dreltecc onsi de
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information will be used in the next phase to@mt for the power consumed by the robot mechanical
system.

[Output 2]: The second intermediate output is an xml file that contains the following informgtion:

how much time (measured in hours) the target person spent in a particular daily activityagelyng

tv, meal preparation etc) and the associated house location(s); the location information is needed to
distinguish the case in which the robot is attached to the charging station, but it is still able to perform
its designated tasks afiJl how many times the target person moved between the annotated locations
included in the previous output file.

Stage 2 The two outputs of the previous stage are provided as inputs to the second stage of the AAL
autonomy estimator. The data flow and procesdiggssof the second stage are:

[Additional Input] Power Figures Consequently, this xml file (titled asnl_3in Figure 15) includes

the following powerrelated informationt) the power consumed in each of the five states of the robotic
subsystem(with ard without the proposed FPGHased offloading mechaniymThe states are
described in Section 4 and they amving monitoring sensing processingandidle; Note that the
power figures of each discrete robot state are extracted by performing litre-gpot, measurements

in our laboratory and) a model of the (dis)charging behavior of the robot battery (a linear model is
assumed in this work).

[Processing Phase]The main step of this phase is to associate (using a lookup table) each daily activity
(included in the second intermediate output file) to one or more states of the robotic platform. The latter
association is performed a priori (once for each robotic platform) and it is the result of the cooperation
among the technical and ntechnical paners of the RADIO project. As noted, specific human
activity (e.g., having lunchjnight combine more than one of thebotic states (e.g., sensing, and
processing).

Having the time spent in each daily activity (included in the second intermediate filedpamnd the

power figure of each robotic state (included in the additional input of the second stage), then the battery
resources consumed during the day can be estimated. Finally, it should be mentioned that the power
consumed by the robot mechanicabsystem (part of thenoving state of the robotic platform) is
calculated by taking into account, the distarglated information captured in the first intermediate
output file.

[Final Output]: The final output (rightmost part in Rige B) is a cvs filetargeting to quantify the
autonomy of the robot for a range of realistic battery capacity levels assuming the person profile shown
in Figure 13. An example screenshot is shown below:

Capacity | Offload | #of Charges | NA

2400mAH | NO | 554 |9.42
2400mAH | YES | 279 |3.91
4800mAH | NO | 279 [3.91
4800mAH | YES | 174 |2.27
9600mAH | NO | 097 |1.16

9600mAH | YES | 068 ]0.82

Figure 16 Estimator output
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The first column in the above screenshot depicts the studied battery capacity levels while the second
column shows if the HW FPGBased acceleration mechanism is utilized. The third and fourth columns
illustrate the number of the required battery charges and the NA parameter (rohuaiiable; NA is
measured in hours) in a daily basis. As the screenshot indicates, our offloading technique is able to
decrease significantly the NA parameter in alldrgttevels. As expected, the impact of our offloading
technique is more pronounced in lower battery capacities.

The output of our tool can be used by the cavers in order to endp with safe conclusions

regarding the required battery (thus the autonjashyhe AAL robot. As a result, the burden of constant
monitoring (by a third person) of the elderly or disable person can be reduced (to the extent possible).
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6 ACCELERATING IMAGE PROCESSING ALGORITHMS

The algorithm for monitoring the state of the patieritased on center of gravity calculation and can
be divided into 4 to 5 parts, depending on whether mark ups are activatedrigmatl7 shows the
general functionality of the algorithm as schematic and esdexode.

1.

Reading of the most recent image frame:

The image data is provided by the Asus Xtion Pro camera of the RADIO robot platform. The
image data is sent via USB directly to the NUC which publishes the received frames via its
robot operating system the Avnet Picozed where it is processed. The image frame is then
read by the software and saved todirBensional array. The first two dimensions indicate the
pixels positions whereas the third dimension stores the color values of the RGB color channel.
Each color is coded with 8 bit, resulting 24 bit color payload. Given that the Asus Xtion Pro
camera provides images with the size of 648D pixels, the resulting array size is 84608
=921600 or 900 KiB.

Detection of movement:

The algorithm loads taubsequent frames and compares both image frames with each other in
order to detect changes or movement within the two image frames. In order to reduce the
impact of small movements of the camera or image noise, the comparison does not only take
place on tk subtracted image, but rather on blocks of pixels with the sizgr¢610$.

Within these blocks the mean value of all subtracted color channels is calculated. If this value
exceeds a certain threshold, the respective block is flagged as active thhahawtiange has
occurred. While the person is moving out of the bed, the pixel blocks that detect movement
are highlighted in red.

Calculation of center of gravity:

After all blocks have either been detected as active or inactive, the center of gnaligy ca
calculated. In this case, the center of gravity is calculated through the mean value the
positions of all active blocks. Because the active blocks are positioned in the middle of the
image and in the lower right corner of the image, the center otygtas directly in the

between the detected hotspots of movement.

Evaluation of center of gravity:

Now that the position of the center of gravity has been determined, its position needs to be
analyzed and interpreted. If the y coordinate of the centgnagfty exceeds a certain

threshold, the algorithm assumes that the observed person has gotten out of bed. Several of
these thresholds exist.

Drawing mark ups:

In order to optimize and help debug the algorithm, markups can be drawn into the image.
When a@awing markups, all color values which differ more than the value 40 compared to the
prior frame are set to 70. If the pixels differ less than 40, the color values are quartered.
Additionally, the pixel within an active block will be colored red. Thisaselby adding the

value 128 to the red channel. This calculation is saturated, meaning that the resulting value
never exceeds 255.
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For every workitem Add all differential color values and highlight the|
pixels if they exceed the threshold

For the first workitem Calculate the mean value of the pixel value
differences andchedks 3 ]( §Z o} | J» ¢ S8]A »

For every workitem coloring of the block

Array with differential mean
values

Figure 17 Schematic view of the kernel design annotated with pseudocode

6.1.1 Profiling Results

In orde to optimally accelerate the image processing algorithm with programmable hardware, the
compute intensive components need to be identified. This is done with the help of profiling. The Picozed
is a System on Chip with an dual core ARM Cortex A9 proceasdr integrated programmable
hardware. The image processing algorithm is first executed on the ARM processor. There, the
performance of the algorithm is determined and the potential hardware accelerated components are
identified. From the software side, tlagorithm consists of several subblocks which are further
analyzed during the profiling. These are describethine8.
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